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1. Final Project Summary


A-Team Industries is one of the country’s largest producers of widgets. The company employs many enterprise-scale information systems on a variety of platforms in support of its business objectives. Recently, the company's management decided that a way to effectively, efficiently and quickly restore its systems would be beneficial.


Senior management in the company's Information Technology (IT) department, in conjunction with company executives, determined the company needed to improve upon the restoration time for critical systems, stipulated in its current Service Level Agreement (SLA), in order to Studenttain business continuity, meet revenue targets, and compete with other market forces. To that end, the organization has implemented an improved means of backing up and restoring its systems.

1.1. Background


Less than acceptable performance during repeated trial runs of the company's Emergency Preparedness Plan motivated the decision to implement a new backup and restoration solution for the organization's systems. During the EPP testing, the IT personnel discovered it took an unacceptable amount of time to fully recover the systems. These long delays in recovery were attributed to the previous disaster recovery process of the system not producing an exact replica of the production systems. Other considerations were the amount of lost production time associated with creating of a test network from clones of production systems, errors caused by human error, patching and hardware errors. Additionally, the recovered systems were not exact replicas of the production systems due to hardware differences and driver compatibility. 


The members of the team involved in implementing the solution were chosen because of their previous experience in working on such projects. The team members were interested in taking a central role in designing, implementing and testing a backup and restoration system because it provided an excellent opportunity to learn how to plan and execute a enterprise-level IT project and work together as a team to accomplish a common goal. 


Before design and development work commenced, the team identified the goals it wished to achieve with the project. The overall goal was to develop an operating system backup and recovery solution that would reduce recovery time for servers that go offline to four hours for a single core server and 24 hours for all core servers.


To that end, the team designated several more specific goals for the project that would allow it to meet the principal goal. These sub-goals were technical in nature and included:

· Automate daily snapshot or create an image of the servers that are in scope.

· Automate saving a copy of the image on a remote storage.

· Automate saving a copy of the image locally for single-server restores.

· Provide ad-hock snapshot creation capabilities to provide ability to create test network on demand.

· Automate deletion of older images.

· Replicate the images to a remote location to protect from site disasters.

· Centralize the patching system.

1.2. Technical Summary

1.2.1 Planning


The team began its work by identifying the servers that would be part of the project. After consulting with management, the team determined that the new system needed to back up and restore a total of 100 UNIX and Windows servers. The team decided the servers would be imaged weekly, with a copy of the image stored locally as well as replicated and held in a remote location.


Identifying an appropriate secondary site for remote storage and replication of server images and determining the network connection needed to connect the sites was another early consideration in the project. These considerations represented the single greatest challenge the team faced as it worked through the project. 


Once the secondary site was located, dark fiber was selected to connect the primary and secondary sites. The secondary site was close enough to the distribution center to allow for this option as opposed to T1 connections between the facilities. This resulted in this portion of the project costing more than originally anticipated, but upper management and agreed that this was the best solution. The rationale for the decision was that dark fiber had the benefit of supplying more bandwidth to the secondary site and is more secure. 


Gathering information about potential hardware and software used to implement the solution and researching other technical details also took place during this stage of the project. The team presented its proposal for the necessary hardware and software to management along with their associated costs, and was able to acquire all equipment needed for slightly less than what was budgeted.

The Microsoft Windows environment proved to be a great challenge in designing a system that would facilitate the bare metal recoverability that was desired. In the Microsoft Windows environment, reproducing a full replica of the operating systems of an Active Directory, SQL, SharePoint, MOSS, or Exchange server typically required bringing the servers offline in order to capture the snapshot.


The team researched multiple technologies before coming to a consensus on virtualization technologies. The team elected to use mid-level HP servers to host the VMWare ESX software. This software allowed for the processing of the captured images from Vizioncore’s suite of business products. These products included the use of  vRanger Pro for creating the images without the need to bring down production servers, vReplicator to handle the automation of replicating the images to the remote hot-site, and VMWare Virtual Center to manage the Physical to Virtual conversion and for vMotioning the servers between production and test networks. The use of an iSCSI device from ioStore at both the hot-site and locally provided the needed storage for storing and staging of the images created at a fraction of the cost of dedicated SAN storage.


The UNIX environment’s imaging required a system with very low processing requirements and very little memory to run the Network Install Manager (NIM) server. A low-end IBM pSeries server was chosen to perform this task. 
1.2.2 Implementation and Testing


After designing the solution and purchasing the necessary equipment, the team set about overseeing implementation of the solution and testing it. The secondary site for remote image storage and replication was set up, and the network connection between the two sites was established. The team verified proper security measures, such as cameras, electronic access control to the facility, and physical security, were installed and determined the remote replication network has more than enough bandwidth to simultaneously replicate 10 images.


As the solution was implemented on the organization’s servers, project personnel manually generated images in order to verify connectivity, speed, and configuration and to adjust storage related-issues as necessary. Automation of image creation was handled by Control-M for the UNIX environment and vRanger Pro for the Windows environment. The job scheduling products were selected for the project, and automatic jobs were set on hold during the testing phase. After verifying backup and restoration of servers on both UNIX and Windows platforms functioned as expected in the test environment, the system was put into production and continues to function as expected. The additional capability of ad-hock capture images was tested, and a full copy of the core production servers was captured and implemented in the test network. 
1.2.3 Feedback and Revisions


The team did make some revisions to the project based on feed back received from the professor and business practitioner advising them. The professor made several suggestions for improving the project, mostly regarding providing additional details pertaining to various aspects of the project, such as the risks to successful completion; identification of the imaging application employed and inclusion of associated documentation; and the inclusion of team communications and meeting transcripts. The professor also suggested incorporating a team logo into all project documentation. The team accepted all of the professor's suggestions and incorporated them into the project.


Most of the recommendations from the team’s business practitioner were stylistic and grammatical in nature. The most significant of the business practitioner’s advice was to focus more on describing the underlying problem in the team’s Vision and Scope document and less on a designated solution, which the team accepted. In most cases, the team accepted the business practitioner's advice on style and grammatical changes suggested.

1.2.4 Results

All tests results were successful and met all goals that were laid out the beginning of the project, which were:

· Restore essential systems within the SLA agreement of four hours for a single server and 24 hours for all core servers.
· Automate daily snapshot or create an image of the servers that are in scope.

· Automate saving a copy of the image on a remote storage.

· Automate saving a copy of the image locally for single file restores.

· Automate deletion of older images.

· Replicate the images to a remote location to protect from site disasters.

· Centralize the patching system.

· Create the ability to capture images of the production server for the test network without impacting production.

1.3. Project Development Process 


The success of the project is largely attributable to the team's development process. The process was largely collaborative, with team members taking on responsibilities that coincided with their skill sets, allowing the group to efficiently and effectively achieve its goals for each project milestone and deliverable. 

1.3.1 Team Member Assignments


The team divided the work among its members based on their interest in and experience with the aspects of the project for which they were responsible. Somen Student and Jon Student had the most experience in administering enterprise-level information systems and were chosen to oversee technical planning and development of the project as a whole. Somen Student has a background in administering UNIX-based servers, so he was chosen to research the portion of the project specific to the UNIX systems. He was also selected as the team's leader and was responsible for driving development efforts and keeping the team on track.


John Student's background is in administering Windows systems, and he was chosen to investigate the aspects of the project specific to the Windows servers. The two led the collaboration on issues that affected the project as a whole.


Kevin Student's experience with networking technologies made him an ideal fit for researching and planning aspects of the project that required development of new networking infrastructure, specifically as it related to the remote site used to store server images. Student also supported the efforts of other team members and assisted in documenting the solution.


Jason Student has a background in writing, specifically for newspapers, as well as in software development. He was selected to serve as the team's primary technical writer as well as its custodian for the various documents created and assembled during the course of the project.

1.3.2 Team Collaboration and Decision-Making Process


The team met weekly, if not more frequently, by teleconference during the course of the project. The sessions allowed members to plan how the project would be developed and executed and provide each other with updates about the aspects of the project for which they were responsible. As team leader, Student established agendas for the meetings in consultation with the other team members and ensured that all areas of discussion were covered.  Between teleconferences, the group would correspond by email to exchange information and documents, provide status updates and ask questions as necessary.


The process seemed to work well and help facilitate a smooth project development and implementation. The team was able to address issues and potential problems early on, minimizing the extent of their negative impacts as planning and implementation progressed. Holding meetings by teleconference proved invaluable because the allowed for a more free-flowing exchange of ideas that via other communications mediums, such as chat or FranklinLive.


As stated above, planning for the remote replication site was probably the largest challenge throughout the course of the project. The initial conception of this portion of the project accounted for the technical issues involved, but did not consider other important aspects, such as security, power and legal issues. Good communication practices within the group allowed the team to surmount this obstacle during the course of the project. By frequently reviewing work on the project and bringing potential problems the attention of the group as a whole, the team was able to identify these shortcomings and move forward productively.

2. Future Directions and Enhancements

· While the team feels comfortable that it met the goals of the project and has implemented a solution that will provide a more stable and easily recoverable environment for the organization's information systems, it recognizes that it can build upon what it has implemented to provide additional benefits to the organization.
2.1. UNIX Environment


Currently the system images are created daily on every UNIX system. One copy is stored locally and another copy is transferred to a remote storage location. Storing images at a remote location ensures they are protected and accessible in case of a disaster situation. A separate program, managed by a scheduler, checks the local and remote images; it deletes local images that are older than three days and remote images that are older than seven days. 


The above setup is designed, implemented and tested for IBM servers that run the AIX operating system. In the future, the team wants to enhance the current system by adding the ability to handle all flavors of UNIX operating systems, for example, creating and storing HP-UX’s Ignite-UX images and Sun Solaris’s Flash archive images.


In addition to the NIM server built during this phase to create and store AIX server images, more servers will be added to handle platform specific imaging. The next phase will also include the creation of Web server to provide systems system administrators with a web interface to regularly check and manages stored on the remote archive. It will help to provide statistics on image sizes, their growth and age.


Presently all documentation is stored on a shared drive on the network. The Web site will contain links to all documentation related to the Operating System Imaging project, such as how to add new servers for imaging, how to perform regular Studenttenance of the current images and the future direction of the project.

2.2. Windows Environment


This project provided the organization the ability to take the Microsoft Windows servers O/S and application volumes and clone them to virtual images. The imaging process utilizes a product by Vizioncore called vRanger Pro. These images are stored on a local VMWare ESX server. This server has the ability to straddle both production and the test networks by use of virtual NIC’s. This straddling capability provides the company with the ability to capture live snapshots of the production environment without needing to bring the production servers down or impact production, as well as lay the snapshots down in the test network to provide a near real-time test environment. These images are currently running on an automated schedule that occurs nightly and on ad-hock bases as needed. The use of a VMWare ESX server provided the project team the capability of reproducing the production environment without having to acquire like hardware for the servers being cloned. It also provided the team with the ability to combine the multiple production servers into a single VMWare ESX server.  The images captured are also replicated to our remote hot-site via a product called Vizioncore vReplicator. This product automated the replication of the production images to the remote location and manages the versioning of images. The current schedule is set to replicate daily and overwrite daily incremental images older than seven days and weekly full older than 14 days. The use of an additional VMWare ESX server at the hot-site is used to reproduce a working copy of the production servers that can be utilized in the event of a disaster recovery scenario. It is also used to monitor and Studenttain consistency of the hot-site environment. 


  Phase one of this project allowed the team to create an environment that could clone production servers without impacting production; create a test environment that could be refreshed on demand; create a hot-site with images no more than one day old; and reduced recovery times of recreating the production environment at the hot-site by 75 percent, thus allowing the team to beat SLA expectations by a full 16 hours. 


Phase two will build off of this success by implementing log shipping for Microsoft SQL, SharePoint (Moss), and Exchange. Phase one provided the O/S and application volumes, but the databases had to be restored, which takes more time than laying down all the production servers combined. The ability to log ship will allow for the recreation of the full production servers in a more near real-time manor. The logs will be scheduled to ship on an every half hour basis, thus providing the organization the ability to restore the database systems to within a half hour of the disaster.


Phase two will also cover the user data volumes with the use of a product by Data DoStudent that will allow the team to de-duplicate data from backups greatly reducing the amount of bandwidth needed to replicate the data volumes to the hot-site. This will also allow the team to perform multiple incremental backups throughout the day without impacting the performance of the production servers. The current vision is to run the incremental backups every four hours providing the restoration capability of within four hours of the disaster.


The last part of the Microsoft Windows Phase two would be the process of creating new servers. Currently new servers are built from scratch on new hardware. This is a very time consuming process that is also a very repetitive process for all new servers. Phase two will take advantage of the VMWare ESX servers implemented in phase one, and Server Templates will be created that will allow new servers to be implemented from a base image. The virtualization process will reduce the time required to allocate a new server from five business days to one. An added benefit of this process is the ability to run different memory and number of CPU configurations on the fly. This will prevent the overbuying of hardware for unknown running requirements for new servers. 


Step-by-step documentation has been created detailing the process for creating, storing and replicating of the system images. The step-by-step instructions are located on the Admin documentation SharePoint site under O/S imaging as well as at the hot-site on the VMWare server under the system documentation directory. Documentation will be updated during phase two to include the processes for creating templates, and procedures for implementing or changing the log shipping process. 
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